
Electronic copy available at: http://ssrn.com/abstract=986363

Youth Gangs as Pseudo-Governments: Implications for Violent Crime1 
 
 
 
 

Russell S. Sobel 
Department of Economics 

P.O. Box 6025 
West Virginia University 

Morgantown, WV  26506-6025 
Phone:  (304) 293-7864 
Fax:  (304) 293-5652 

E-mail:  rsobel2@wvu.edu 

Brian J. Osoba 
Institute for Policy & Economic Development 

407 Kelly Hall 
University of Texas at El Paso 

El Paso, TX  79968-0703 
Phone:  (915) 747-6535 
Fax:  (915) 747-7948 

E-mail:  bosoba@utep.edu  

 
 

Draft Date:  November 15, 2006 
 
 

Abstract 
 

We hypothesize the failure of government to protect the rights of individuals from 
violence committed by youths has led to the formation of youth gangs as protective 
agencies.  Our theory predicts an opposite direction of causality between gang activity 
and violent crime than is widely accepted.  While areas with more gang activity also have 
more violence, our results suggest gangs form as protection agencies precisely in areas 
with high violent crime rates.  While gangs, like governments, use violence to enforce 
rules, the net impact of gangs is to lower violent crime.  We test this hypothesis and offer 
significant policy implications. 
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Youth Gangs as Pseudo-Governments: Implications for Violent Crime 
 

 
1.  Introduction 
 
In the early 1970s, fewer than 300 cities cited having problems with youth gangs.2  Since 

then, gangs have been identified in all 50 states, with over 2,500 cities reporting problems 

by the late 1990s.3  Anecdotal evidence, along with casual empiricism, has led many 

people to hold a strong belief that youth gangs are a serious problem because areas with 

more gang activity tend to have higher rates of violent crime committed by youths.  

Simply put, the commonly accepted wisdom is that gangs cause violence.  In this paper 

we propose and test a hypothesis suggesting that the causal relationship between youth 

violence and gang activity is exactly opposite of what is commonly accepted.  We 

propose that the failure of government to protect the rights of younger individuals from 

violence committed by other youths has led to the formation of gangs as protective 

agencies in areas with high pre-existing rates of violent crime.  By banding together 

under the threat of mutual retaliation, potential victims of youth violence can secure 

increased safety.  While gangs, like governments, use coercion and violence to enforce 

their rules through retaliation, the net impact of gangs (like governments) is likely to 

lower the overall amount of violence.4  Generally, for an equilibrium to exist in which 

gang-type agencies prevail, the deterrence effect must reduce violence by more than the 

amount of violence used by the enforcement agency.5  

                                                 
2 Curry, Ball, and Decker (1996) provide a methodology for estimating data on gangs, gang membership, 
and gang-related criminal activity. 
3 Miller (2001) reports that smaller cities, especially those with populations below 10,000, have seen much 
more growth in gang-related activity than their larger counterparts between the 1970s and the 1990s.  
4 One exception to this would be the case of an extremely predatory government, which might be welfare 
reducing relative to pure anarchy; see Moselle and Polak (2001). 
5 Because for the representative individual it would not be Pareto improving to join (as the probability of 
being violated would be higher being a member of the gang). 
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 Our analysis is solidly founded in the economic literature on the formation and 

evolution of ‘governments’ from a situation of anarchy developed by Nozick (1974) and 

Buchanan (1975).6  These authors, particularly Nozick, explain how and why infant 

governments evolve as protection firms in the anarchistic ‘Hobbesian Jungle’ 

characterized by violence and theft.  Assuming that protection firms already exist, Sutter 

(1995) uses a game-theoretic model to address the behavior of and relations between 

individual protection firms and their respective clients when there are varying levels of 

symmetry between the former and the latter.  While other authors, such as Bandiera 

(2003), have previously applied this theoretical framework to the evolution of specific 

protection firms, like the Sicilian Mafia, very little has been done on applying this model 

to youth gangs with the exception of a purely theoretical model by Skaperdas and 

Syropoulos (1995).  Our analysis of youth gangs also relies on several recent theories 

developed in the literature on anarchy and whether it is welfare improving relative to a 

predatory state (for example, Leeson 2006 and Moselle and Polak 2001). 

 In this paper we develop this youth gang application of government evolution and 

anarchy theory to a much greater extent than has previously been done in the literature, 

and then conduct empirical testing.  Our hypothesis, that gangs form in areas where there 

is a high rate of pre-existing violence as a protection agency substituting for the lack of 

government enforcement of rights, is an alternative explanation for the well-documented 

cross-sectional correlation between gang activity and violent crime.  In particular we 

show that our model predicts an exactly opposite direction of causality between youth 

gang activity and the rate of violent crime than what is commonly accepted.  Because our 

hypothesis relies on the causality flowing from crime to gang membership, rather than 
                                                 
6 For a good summary and review of this literature, see Gordon (1976). 



 4

vice versa, we use empirical causality models to test our hypothesis.  We indeed find a 

one-way causal relationship that violent crime causes gang membership, and can reject 

the hypothesis that gang membership causes violent crime. 

 Our results have significant implications for government policy directed towards 

youth gangs.  Just as the overthrowing or dissolving of a government in a geographic area 

might result in more violence, due to the lack of rights enforcement in the resulting 

anarchy, government policy aimed at dissolving youth gangs will not be successful in 

reducing violent crime, and will in fact increase it.7  By failing to adequately punish 

youth offenders when they violate the rights of other individuals, the current government 

legal system has created an environment where there is a significant demand for these 

private protective agencies (youth gangs).  While gangs do use violence to enforce their 

rules and protect the rights of their members, the net result of gangs, according to our 

results, is to reduce the amount of violent crime because of mutual deterrence.  Because 

there will always be a market for private protection when government fails to protect 

individual rights, the implications are clear for how public policy reform can reduce gang 

activity – more heavily enforce laws that protect the rights of individuals from violent 

crimes committed by youthful offenders.   Breaking up and destabilizing gangs within 

our model is violence increasing, rather than violence reducing. 

 

2.  The Traditional View of Gangs 

Prior to developing our hypothesis in more detail, it is important for the reader to 

understand the widely-accepted view and perception of gangs among academics in 

                                                 
7A current-day example of this is post-war Iraq, where private security firms are being hired to compensate 
for the lack of protection by U.S. and Iraqi government sources.  
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general.  Sociologists and criminologists have weighed in most heavily on the debates 

regarding gang formation.  Spergel, Chance, Ehrensaft, Regulus, Kane, Laseter, 

Alexander, and Oh (1996) theorize that youth gang problems are brought about by 

several community-level factors, including a lack of both social opportunities and social 

organization, institutional racism, and failures of social policy.  They claim that, 

especially in black neighborhoods, the street gang provides control and employment 

opportunities that are not provided by legally recognized institutions.  The popular 

perception is that gangs, like the infamous Bloods and the Crips, seek out new markets in 

which to franchise their names.  However, the empirical literature has found results that 

reject this hypothesis.  For example, Spergel, Curry, Chance, Kane, Ross, Alexander, 

Simmons, and Oh (1996) note that most new gangs are not franchises.  This is later 

reaffirmed by Maxson (1998). 

 Other authors have hypothesized that gangs are little more than organized drug 

dealing firms, and that the main reason for gang existence is the fact that drugs are illegal.  

This claim is widely made by law enforcement officials.  While it is true that some gangs 

use the drug trade to help finance their activities, the empirical literature has uniformly 

provided results that reject the view that drug activity is the main reason for gang 

formation and existence.  Maxson (1995) tests the connection between street gangs, illicit 

drug sales, and violence and finds that street gangs are far less likely to be involved in the 

illegal drug trade and the associated violence than the law enforcement literature 

suggests.  The author finds that only a few gangs seemed to specialize in drug sales.  

Levitt and Venkatesh (2000) describe the inner workings of a gang that, in fact, does sell 

drugs.  However, the gang charges an additional membership fee for those who wish to 
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sell drugs. 

 One reason to be very skeptical of these claims by law enforcement officials of 

the gang relationship with the drug trade is because if law enforcement exaggerates the 

extent to which gangs are involved in drug trade, they are more likely to get bigger 

budgets.  The fact that budgetary considerations play a major role in the decisions and 

actions of police departments is now widely demonstrated in the literature by authors 

such as Rasmussen and Benson (1994). 

 That gang activity is present to a greater extent in areas with higher rates of 

violent crime has been well demonstrated in the cross section.  Based on this strong 

correlation, it is widely accepted that the way to reduce violent crime is to reduce gang 

activity.  Inherent in this statement is an underlying assumption about the direction of 

causation between violent crime and gang activity.  An intervention that reduces gang 

activity will only reduce violent crime if gangs cause violent crime.  All protection firms 

and organizations, from the Mafia, to private security, to traditional governments, use 

coercion, retaliatory violence, and predatory violence to enforce certain rules of conduct 

and to enforce and protect the rights of their members.  However, saying that gangs cause 

violence based on this observed behavior is identical to claiming that governments who 

use coercion and violence as a means to provide protection services are causing more 

total violence than would exist without any government in place.  The gang’s use of 

retaliatory violence against someone who aggresses against a gang member actually 

results in a lower level of total violence because it creates a strong incentive for 

individuals not to initiate violence to begin with because of the fear of retaliation by the 

gang.  Within the economic model of protection services, an intervention that resulted in 
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weakened gangs (or weakened governments) would result in more violence, not less.   

 Any theory of gangs should be accepted or rejected based on its ability to explain 

real world empirical observations.  As we have already discussed, the real-world 

evidence rejects the hypothesis that gangs franchise, and that they primarily form to 

participate in the drug trade (although it may be a secondary function performed by the 

gang once it is organized).  Perhaps the most useful empirical observation that must be 

explained by a good theory of gang formation is why these gangs are primarily present 

among youths and not adults.8  The most widely accepted reason within law enforcement 

and in sociology is that gangs employ and recruit youth members because these members 

can commit crimes virtually without punishment because of their age.  In this framework, 

youths are employed to coerce other individuals and commit violent acts to obtain 

resources for the gang leaders.  Data on the age distribution of gang members, however, 

is notably inconsistent with this view. 

[Figure 1 about here.] 

Figure 1 presents the age distribution of gang members from the 1998 National 

Youth Gang Survey.  If gang members are employed based upon their ability to commit 

illegal acts without punishment from law enforcement, there should be a large, discreet, 

decline in gang membership beginning at age 18.  The age distribution of youth gang 

membership, however, does not show a significant drop at exactly age 18, but rather 

tapers off through the mid-20s.  This is a widely-recognized puzzle in the standard 

theory.   

Our hypothesis, that repeated violence committed by youths who then go 

                                                 
8 Interestingly, gang activity among adults is most prevalent in prisons, a place where the enforcement and 
protection of individual rights is almost nonexistent.  This is an observation that would also reject the 
commonly accepted wisdom in favor of our theory. 
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unpunished causes gangs to subsequently form among the potential victims of this 

violence, does a better job of explaining the true age profile of gang membership.  

Because social groups and interactions do tend to be stratified by age, our theory also 

predicts that gangs would form among youths more than adults.  However, within our 

model the age distribution of gang membership should begin to smoothly decline after 

age 18 as individuals move into new social groups as they age. The fact that both a 16-

year old and an 18-year old are just as likely to be the victim of a 17-year old criminal 

explains why our model fits this data better than the existing, and more commonly 

accepted view of youth gangs.  Both our later finding, that gangs lower net violence, and 

the fact that there is a gradual erosion of gang membership with age, also provide some 

empirical support for the model by Sutter (1995).  In that model, when exit is easier for 

members, the gang will tend to be more protective rather than predatory.  

 

3.  The Economic Model of Gang Formation 

Much of the economic literature on gang formation developed from earlier works on 

government formation.  Lane (1958) describes how government, in its role as a 

‘protection firm,’ became a monopolist over the protection industry and then the entire 

market.  Carneiro (1970) confirms that coercive force, not enlightened self-interest, led to 

the formation of states throughout history.  Despite these two early contributions, the 

modern economic literature on the formation and evolution of protection firms from a 

situation of anarchy is generally attributed to the influential works of Nozick (1974) and 

Buchanan (1975).  Holcombe (2004), extending this literature, argues that in the absence 

of government, people will organize protection firms, which will grow into mafias, and 
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eventually gain monopoly power and establish themselves as governments.  Skaperdas 

and Syropoulos (1995) describe how, in a state of anarchy, those with a comparative 

advantage in violence grab and maintain power through coercion of those who have a 

comparative advantage in production.  

The economic model of gang formation also can be derived from literature on 

weak governments.  For example, Konrad (1999) explains how, even in the presence of a 

legitimate modern government, gangs can develop in situations where there is a regional 

power vacuum.  Mehlum, Moene, and Torvik (2002) develop a theoretical model to show 

how violent gangs may become monopoly producers of violence and protection.  This 

occurs when legitimate government fails to protect rights.  The gangs may extort 

protection fees both from individuals that operate in the underground economy and from 

others that lack legal protections.  Bandiera (2003) shows that the Sicilian mafia emerged 

due to a lack of strong governmental protection of property rights.  Similarly, according 

to Anderson (1995), certain conditions encourage the formation of a Mafia: a loss of 

legitimate state power, and the presence of illegal markets.  Although a street gang is not 

a Mafia, the two criteria are typically present in poor inner cities, potentially aiding in 

gang formation, just as they do in Mafia formation.  Meanwhile, Skaperdas (2001) lists 

certain contributing factors for the birth and growth of gangs and organized crime, again 

including illegal markets along with ethnic and/or social distance from mainstream 

society. 

Most of the literature on the evolution of private protection firms focuses on a 

situation of anarchy within a certain geographical area, where there is little or no 
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government provision of rights protection.9  However, Hirshleifer (1995) notes that some 

degree of anarchy is present in every social order.  As government law enforcement 

cannot completely keep violence and theft from occurring, markets for specialized private 

protection firms may develop.  Even within one specific society, the extent of rights 

protection can differ dramatically among subsets of the population.  This is a particularly 

realistic description for the case of youths.  As anyone who has attended a public school 

knows, individual rights are generally not enforced except in situations of extreme 

violence.  Bullying, theft of lunch money, physical coercion, and other types of violence 

or threats of violence are not only common-place, but widely-accepted and tolerated even 

by school administrators.  The same is true in adult prisons.  Our hypothesis is that it is 

precisely these areas in which the failure of the government to protect the rights of 

individuals results in the formation of gangs as substitute protective agencies.  So, we 

postulate that, in areas where there is less government rights protection, individuals will 

be more prone to become members of gangs.  By being part of the gang, one obtains the 

protection and ‘law enforcement’ services of the gang within one’s own community.  So, 

if violence is inflicted upon a gang member, the gang will retaliate against the 

perpetrator.  In neighborhoods with little violence, there is much less need for these 

protective services, and thus the likelihood of gang formation is reduced. 

There is a common misperception in society that only government can provide 

peace and order.  In fact, according to Reuter (1983), conflicts in an organized crime 

setting are usually settled peacefully.  Leeson (2007) shows that even under anarchy, 

private trading arrangements can (and will) evolve to prevent or minimize violence.  

                                                 
9 For an examination of the role of private protection in the presence of government as well, see Benson 
and Mast (2001).  On the private provision of dispute resolution, also in the presence of government, see 
Benson (1995). 
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Dowd (1997) reminds us that the ‘Wild West’ was usually more peaceful and orderly 

than generally perceived, due to the occasional creation of citizen vigilante groups that 

enforced the legal attitudes of the day.  According to Sutter (1995), the level of violence 

(and degree of protection of private property versus predation) will depend on how the 

firms interact with each other.  In a world of quasi-anarchy and competing protection 

firms, the potential for violence will depend on the returns to scale in violence and 

whether firms are near the minimum efficient scale to protect their members.  Sutter 

(1995) also concludes that the ability of individuals to exit from a gang (either to join 

another gang or withdraw from gang membership altogether) will affect whether gangs 

would be overly predatory or primarily provide protection services to members.  Our 

paper provides evidence to show that, in the inner city, where government protection of 

rights is limited at best, gangs form to provide more safety and order than would 

otherwise be available.   

 

4.  The Economic Model of Gang Operation 

Not only is it important to understand how gangs form, but also how they operate once 

formed.  Spergel, Curry, Chance, Kane, Ross, Alexander, Simmons, and Oh (1996) 

describe the symbiotic nature of street and prison gangs, with both organizations acting to 

maintain control and order in their respective geographic areas.  Interestingly, the 

relatively high degree of gang activity within prisons also supports our hypothesis.  Like 

inner cities and public schools, prisons are well known for being places where the rights 

of individuals are not very well protected.  Prison inmates can expect to get more 

protection of their rights from belonging to a prison gang than from the prison security 
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guards.10  The limited and incomplete protection of rights in prisons, like in inner cities, 

leads to an unmet demand for rights protection that private organizations fulfill. 

 Skaperdas (2001) argues that organized crime is more like a state than a firm.  

However, it more closely resembles predatory states.  Skaperdas and Syropoulos (1995) 

show how those ruled by the gangs will tend to devote fewer resources towards 

production, resulting in a lower level of economic activity and growth.  This is especially 

true in the impoverished inner cities, where the gangs already compete for increasingly 

scarce resources.  However, gangs may still be better for the overall social and economic 

performance of an area than anarchy without gangs.  Moselle and Polak (2001) show that 

both organized banditry and anarchy can be welfare enhancing relative to government, if 

government is predatory enough.11  Their argument could be applied to gangs to suggest 

that gangs might also be welfare enhancing relative to a highly corrupt and predatory 

government. 

According to Baumol (1990), governments throughout history have for the most 

part behaved like gangs, being tyrannical and self-serving.  However, he proposes that 

gangs are less like governments and more like firms serving clients.  Gambetta (1993) 

also disagrees that the Mafia is another form of a state.  He argues that Mafias are neither 

centralized, nor they do not maintain undisputed control over a certain geographic region.  

They are also not accountable, and not universal.  Instead, Gambetta (1993) indicates that 

the Mafia is probably closer to a business firm that provides protection services to paying 

                                                 
10 Holcombe (1994) presents an economic model of how individuals secure others’ observance of their 
rights.  Those who will secure the largest degree of observance are those who either have a larger ability to 
threaten coercion or violence, or those who are the most productive and can trade their output in exchange 
for observance. 
11 For an application of this to stateless Somalia, see Leeson (2006). 
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clients only, and not to all citizens in their region.12  For example, as Anderson (1995) 

points out, existing businesses that are victims of extortion may actually support the 

gangs because they exhibit some control on the entry of rival firms.  Like firms, gangs 

develop and display the gang’s logos, which are then worn by gang members.  This is 

consistent with our hypothesis that gangs form primarily as protective firms.  By 

identifying oneself visibly as belonging to a gang, it communicates the threat of gang 

retaliation to anyone looking to commit violent aggression, regardless of whether they 

personally know the individual.  

Actually, there are some theoretical papers that show violence decreases with 

fewer competing coercive organizations.  Buchanan (1973) explains that a monopoly on 

violence is better than a more competitive market in the protection industry because 

monopolists tend to underproduce.  So, society should experience a lower output of 

violence when one gang has monopoly power over a certain geographical area.  In this 

case, as Buchanan indicates, by following its own self-interested goals, a monopoly 

producer of an ‘economic bad’ makes society better off by underproducing violence.  

Similarly, in the models presented in Skaperdas (2001) and Cothren (2002), increased 

competition (or instability) in the violence industry results in decreased social welfare.   

 

5.  Data and Empirical Analysis 

While there is a strong theoretical literature on anarchy, gangs, and organized crime, the 

empirical testing of these theories is almost nonexistent.  In the case of gangs, this lack of 

                                                 
12 The particular gang studied by Levitt and Venkatesh (2000) behaves somewhat like a business, extorting 
money for protection, selling drugs, paying a franchise fee, charging a membership fee, and taking over 
nearby territory.  The gang they study also goes ‘out of business.’  However, as we indicated earlier, such 
drug-dealing franchise gangs are more the exception than the rule. 
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empirics is primarily due to the lack of data on gang-related activity.  Although some 

cross-sectional survey data on gang prevalence across cities exists, cross-sectional data 

cannot be used to infer the direction of causation.  Previous research in criminal justice 

has shown a strong positive correlation between violence and gang activity in this 

existing cross sectional data—areas like Los Angeles have both more violence and more 

gangs than areas such as rural Nebraska (with low violence and low gang activity).  To 

test the direction of causality, time-series data is necessary.  From that it is possible to 

see, on average, which series moves ‘first’ and which moves ‘second’. 

To test our hypothesis, we obtained six years of monthly gang membership data 

directly from the Los Angeles Police Department (LAPD) Special Operations Support 

Division.13  To our knowledge, this is the only available time series of gang membership 

data that is long enough to use for causality testing.  In compiling the data, the LAPD 

employs undercover gang intelligence officers to infiltrate gangs in order to identify each 

gang’s respective members.  In addition, these officers report on whether each member is 

currently active in gang activities or is currently absent from the gang.  The gang 

membership data contains information on total gang membership, and membership for 

several individual gang categories.  Again, while this data may have some limitations, it 

is the only data of its type currently in existence.  Also, the LAPD’s reliance on this data 

for internal decisions gives them an incentive to make the data as accurate as possible. 

We supplement the LAPD’s gang membership data with violent crime data from 

the LAPD’s 2002 Statistical Digest.  It consists of the following Type I offenses: 

                                                 
13 This data was prepared by the Los Angeles Police Department (LAPD) Bureau SEU and CRASH units 
and compiled by the Special Operations Support Division.  The authors appreciate the data assistance 
provided by Detective Chuck Zeglin of the LAPD. 
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homicide, aggravated assault, and robbery.14  This data is useful because it provides a 

long time-series of monthly data that extends most of the time that the gang membership 

data covers.  While the gang membership data spans from April 1998 to March 2004, the 

monthly crime data spans from January 1997 to December 2002.15  Because the time 

periods differ, we use only the overlapping 57 months of data, from April 1998 to 

December 2002. 

To test the robustness of our model, we conduct our tests not only for total gang 

membership, but also individually for membership in the three largest individual gang 

classes reported by the LAPD: Hispanic gangs, Crips, and Bloods.  Because of the well 

documented seasonal nature of criminal activity, we employ a 12-month seasonal 

difference of all variables, and use the indication Δ12. 

Because we are interested in employing the Granger-Sims causality test to 

determine the direction of causality, we need to first ensure that our series are stationary.  

To test for unit roots, we employ the Augmented Dickey-Fuller (ADF) test using the 

following regression specification:   

   tit
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itt yyy εβγθ +Δ⋅+⋅+=Δ −

=
− ∑

1
10           (1) 

where ( )1−= αγ       (2) 
 

Where y is the variable of interest (already in its 12-month difference form) and P is the 

number of lags determined using the Akaike Information Criterion (AIC).  The series is 

stationary if and only if α < 1, which by equation (2) is equivalent to a test for γ < 0 (this 
                                                 
14 The only violent Type 1 offense we do not consider is rape because it, by the way they define it, only 
counts rapes committed on females.  Gangs are dominated by males (Howell 1998), however male-on-male 
rape is reported as assault according to the Uniform Crime Reporting Division of the Federal Bureau of 
Investigation. 
15 Gang membership data for February 2002 was not reported.  For simplicity, we interpolate February 
using January and March 2002 membership. 
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is because α is the coefficient on the AR1 term when the equation is written with one less 

degree of differencing).  Because the standard t-statistic for γ is a test of Ho: γ = 0, a 

negative and significant t-statistic for γ implies that α < 1, and the series is stationary.  If 

the t-statistic for γ is not significant, the series is nonstationary.  The series must be 

differenced and the test in equation (1) performed again on the new transformed series.  

This process continues until the order of differencing required to make the series 

stationary is found.  

[Table 1 about here.] 

Table 1 shows the ADF test results for all of our data series.  Looking at the first 

column of results, only one of the three crime variables, homicide, is stationary (in the 

12-month difference form).  Both aggravated assault and robbery are nonstationary.  The 

first difference is taken for these two series, and the ADF tests for the transformed series 

(shown in the second column of results) shows that they are now stationary, and can be 

used for the causality regressions (the first difference of the 12-month seasonally 

differenced series).  For the four gang membership variables, three are stationary in their 

level form, leaving only Blood gang membership nonstationary.  Once the first difference 

is taken, and the transformed series retested, it is now stationary.16  We adopt the standard 

convention of using Δ12 to refer to the series that are only seasonally differenced to 

remove the twelve month seasonal pattern (and they were stationary in that form), and 

Δ1(Δ12) to refer to any series for which the first (monthly) difference was taken to make 

the series stationary based on the results of the ADF test. 

With all of the variables of interest now in a form that is stationary, we can now 

                                                 
16 For consistency and robustness we also show in the second column of results in Table 1 the test statistics 
after taking the first difference for the four series that were already stationary in their twelve-month 
seasonal difference form.  They should remain significant (with increasing test statistics), which they all do. 
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proceed to test our hypothesis regarding the causal direction between gang membership 

and our crime variables.  Our Granger-Sims causality tests are conducted as follows: 

∑∑
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Where j is an indicator for the type of violent crime, and k is an indicator for the gang 

category.  We set up the null hypotheses that (a) α1i, k = 0, (b) α2i, k = 0, (c) β1i, j = 0, and 

(d) β2i, j = 0, for all i = 1 to r, s.17  Again, the optimal lags (r and s) are determined by 

using the AIC on the vector autoregressive equations.  Using an F-test, we evaluate these 

null hypotheses for each gang (k) and crime (j) to determine if any causal relationship 

exists.  Our Granger Causality results are presented in Table 2.  

[Table 2 about here.] 

The first section at the top of Table 2 shows the results of the causality test for the 

relationship between homicide and gang membership.  For all cases we cannot reject the 

null hypothesis that gang membership does not Granger-cause homicide; however, we 

can reject the null hypothesis that homicide does not Granger-cause gang membership.  

Thus, for total gang membership, as well as all three major subcategories of gangs, the 

causality tests show that there is a one-directional causal relationship: homicide causes 

gang membership.  In no case do we find that gang membership causes homicide.  As the 

rate of homicide in Los Angeles increases, so does gang membership in subsequent 

months as a result, but not vice versa. 

The middle section of Table 2 shows the results of the causality tests for the 

relationship between aggravated assault and gang membership.  For aggravated assault, 

we again cannot reject the null hypothesis that gang membership does not Granger-cause 
                                                 
17 Of course we also test the null hypotheses that e) β1, j=0 and f) α2, k=0.   
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aggravated assault for total gang membership in Los Angeles.  However, while the results 

for the Crip gang subset remain consistent with this theory, the F-statistics for Bloods and 

Hispanics become insignificant (suggesting no causality in either direction).  However, 

the F-statistic on the equation for Hispanic gangs just barely falls below the 10 percent 

critical value (it would be significant at an 11 percent cutoff).  The evidence here again 

points to the conclusion that an increase in violence, in this case aggravated assault, 

causes an increase in gang membership, but never vice versa. 

The bottom section of Table 2 shows the results of the causality tests for the 

relationship between robbery and gang membership.  Here, we can reject a causal 

relationship in both directions.  There is neither a causal relationship flowing from gang 

membership to robbery, nor from robbery to gang membership.  We believe that the 

results for robbery are not significant for several reasons.  First, the other two crimes we 

examine involved the actual infliction of physical harm, and are thus much more likely to 

be reported in the first place.  As Neumayer (2003) points out, homicide is the most 

accurately reported crime.  As is well known, sexual crimes are severely underreported 

due to the social stigma the victim faces.  However, the underreporting of crimes such as 

robbery is likely strongest among youth victims, both due to their historical distrust of 

police and to the stigma of “tattling”, which very well may earn oneself additional future 

violence of a more serious nature.18  If a robbery victim joins a gang the following month 

after being robbed but not reporting it, gang membership will increase while the robbery 

will be absent from the data.  Because homicide is the most accurately reported of the 

violent crimes, we believe our results for that variable are the most trustworthy.  

                                                 
18 However, because of their low incomes, youths may also be less often the victims of significant 
reportable robberies. 
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Perhaps most noteworthy is that in no case did we ever uncover a causal 

relationship showing that gang membership causes violent crime.  While there are some 

cases (like robbery) where no causal relationship exists, when causality does exist, it is 

always violent crime causing gang membership.  Our results strongly show that an 

exogenous change in violent crime, particularly homicide and aggravated assault, results 

in a subsequent increase in gang membership as additional people seek the protective 

services offered by gangs.  In no case do we find evidence that an exogenous change in 

gang membership then results in a corresponding increase in violent crime. 

 

6.  Conclusion 

The popular perception that gangs cause violent crime is based on tenuous casual 

observations.  Although gangs and violence do seem to frequently coexist, such 

correlations do not imply causality.  Our results show that violent crime causes an 

increase in gang membership, and not vice versa.  Thus, areas with higher rates of violent 

crime will also experience higher rates of gang membership as a result of the increased 

violence.   

 We extend the models of government formation out of anarchy developed by 

Nozick (1974) and Buchanan (1975) and apply them to the relative anarchy faced by 

inner city youths both at school and in their neighborhoods.  Our analysis is based on the 

observation that government does not adequately protect the rights of individuals from 

violent crime committed by youths.  Based on past violence or perceived future violence, 

these youths seek protection by forming organizations to provide safety where 

government public safety agencies have failed.   
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 Our results are important because they uncover a situation where public policy, 

implemented with the best possible intentions, may in fact be harming those it was 

intended to help.  As we have shown, violent crime leads to an increase in gang 

membership, not vice versa.  If policies are enacted to break up gangs, the resulting 

increased anarchy should in fact lead to more violence among youths.  This is because the 

gangs serve as a net deterrent of violence.  In addition, as theorized by Buchanan (1973) 

and later by Konrad (1999) and Skaperdas (2001), increased competition between gangs 

will lead to additional violence.  Unless the already existing violence is mitigated, youths 

from the previous gangs will again form gangs.  However, as these new gangs are smaller 

and more fragmented there will be more violence. 

 Our main policy implication is that governments should try harder to protect the 

rights of individuals who are the victims of violence or coercion by juvenile offenders.  

Youths form and join gangs to secure protection primarily because of the inability or 

unwillingness of police and school administrators to protect their rights by punishing 

those juveniles who commit or threaten violence.  When schools and inner cities are 

‘Hobbsian Jungles’, with little rights protection, it is only natural for individuals to seek 

protection in the private sector by forming gangs.  While law enforcement likely is active 

in many of these city neighborhoods, the emphasis may be too heavily focused on 

prosecuting those participating in the illicit drug trade, in lieu of more directly protecting 

public safety and individual rights.   

Finally, it may even be possible for existing gangs to be used as a resource in 

helping the legitimate government maintain order.  If competition among gangs does 

increase violence, as exemplified by gang turf battles, then gang consolidation may 
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actually lower violence.  In fact, perhaps city governments could establish official gang 

territorial boundaries and provide gang members with outcomes-based compensation for 

reducing violence.  Certainly such a setup would be a tough sell politically.  However, 

unless government improves on the protection it provides to individuals who are the 

potential victims of violent juveniles, other youths will continue to join gangs to purchase 

these missing protective services currently underprovided by the government sector. 
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Figure 1  
Age Distribution of U.S. Gang Members, 1998 
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Table 1 
Augmented Dickey-Fuller (ADF) Unit Root Test Results 
Variable Lags Lags

Aggravated Assault -2.4005 3 -5.9097 *** 2
Homicide -3.2696 ** 2 -7.5734 *** 1
Robbery -1.8818 3 -4.7064 *** 2

Total Gang Members -3.1764 ** 3 -3.9016 *** 2
Hispanic Gang Members -3.0666 ** 3 -4.1909 *** 2
Crips Gang Members -2.9507 ** 3 -5.2163 *** 1
Bloods Gang Members -2.0283 1 -5.1372 *** 1

Notes:  

Model:  Δ12

The number of lags determined using the Akaike Information Criterion (AIC).  
Asterisks indicate statistical significance at the following levels:   ***=1%,  
**=5%,  *=10%.

Model:  Δ(Δ12)
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Table 2 
Gangs and Violent Crime Causality Tests 

 
Gang Model Lags H0:  Violence Does Not Granger-

Cause Gangs (F-Statistic)
H0:  Gangs Do Not Granger-Cause 

Violence (F-Statistic)
Finding

Total Gang Members Δ12 2 3.8722**  1.2715 Homicide Granger-Causes Total Gang Membership

Hispanic Δ12 1 5.1099**  0.2566 Homicide Granger-Causes Hispanic Gang Membership

Crips Δ12 1 5.9427**  0.1184 Homicide Granger-Causes Crips Gang Membership

Bloods Δ1(Δ12) 3 6.0406*** 1.0917 Homicide Granger-Causes Bloods Gang Membership

Gang Model Lags H0:  Violence Does Not Granger-
Cause Gangs (F-Statistic)

H0:  Gangs Do Not Granger-Cause 
Violence (F-Statistic)

Finding

Total Gang Members Δ1(Δ12) 2 2.4984*    0.4494 Aggravated Assault Granger-Causes Total Gang Membership

Hispanic Δ1(Δ12) 2 2.2501      0.5383 No causality

Crips Δ1(Δ12) 2 2.6943*     0.3652 Aggravated Assault Granger-Causes Crips Gang Membership

Bloods Δ1(Δ12) 2 1.2787      0.4869 No causality

Gang Model Lags H0:  Violence Does Not Granger-
Cause Gangs (F-Statistic)

H0:  Gangs Do Not Granger-Cause 
Violence (F-Statistic)

Finding

Total Gang Members Δ1(Δ12) 1 0.4764       0.0713 No causality

Hispanic Δ1(Δ12) 1 0.3694       0.2691 No causality

Crips Δ1(Δ12) 1 0.3605       0.0021 No causality

Bloods Δ1(Δ12) 1 0.5362       1.1265 No causality

Aggravated Assault

Robbery

(2) Lags for the Granger Causality Tests were determined using Akaike's Information Criterion.  

Notes:
(1) All variables are twelfth-differenced in order to correctly deal with the seasonality present in the crime data.  Additionally, some of the twelfth-differenced series had unit roots.  To correct for this situation, 
those series were first-differenced.  All resultant series are stationary.

Homicide
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